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Introduction

A fter ten years of discussion about autonomous weapons, it is increasingly clear 
that the majority of states agree on certain key elements. A joint statement 
supported by 55 states at a meeting of the United Nations (UN) Convention 

on Certain Conventional Weapons (CCW) in 2023 points to emerging commonalities 
regarding a normative and operational framework, namely that a normative framework 
should include prohibitions of certain autonomous weapons and regulation of the use 
of other autonomous weapons. These states see the “focus on the role of humans in the 
context of autonomy” as a crucial element and stress the importance of retaining “human 
agency and a framework of human responsibility and accountability”.1 A joint statement 
in 2022 at the UN General Assembly’s First Committee in New York recognised that 
autonomy in weapons systems raises serious concerns from humanitarian, legal, security 
and ethical perspectives. It stated the importance of working towards “internationally 
agreed rules and limits” and that “the human element is and must remain central in the 
use of force”.2 This growing agreement is a positive trend and forms a useful basis for 
states to develop a normative framework to address the concerns related to increasing 
autonomy in weapons systems.

What are autonomous weapons systems?

Autonomous weapons systems detect and apply force to a target based on sensor inputs, 

rather than direct human input. They are different from other weapons systems where a 

human operator makes a decision to attack a specific target and decides where and when 

that attack will take place. Once an autonomous weapons system has been deployed by 

the human user, there is a period of time where force can be applied to a target without 

direct human approval. Autonomy is a function of a weapons system that can be added to 

different platforms, such as a battle tank, a naval vessel or an aerial vehicle. 

TRENDS IN AUTONOMY
Autonomous weapons systems have been around for years. Early types, where sensor input could 
trigger an application of force, were mainly air defence systems, like the Goalkeeper and Phalanx, 
that defend against incoming projectiles. These weapons systems have raised far fewer legal and 
ethical concerns.3 There are several reasons for this. For example, these weapons are:

1. In a static position. This means the operational environment is automatically restricted in terms 
of the geographical area, which allows the operator to understand the context in which the 
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system is operating. The user knows approximately where an application of force will occur, 
making it easier to make a legal and ethical judgement about the effects of an attack.

2. Co-located with the user. This also allows the user to understand the operational environment 
and to be aware of changes to the context. Based on this, they can adapt the weapon’s 
functioning or deactivate the system if necessary.

3. Used for simple target profiles. These systems have fixed and relatively simple target profiles 
(munitions/projectiles in the sky). This means the operator is more likely to be able to 
understand what might trigger an application of force.

More recent developments in weapons with autonomous capabilities have raised greater legal 
and ethical concerns, related in particular to how human control can be maintained. Technological 
developments have led to the emergence of:  

• More complex computational techniques, like artificial intelligence; 
• More complex target recognition;
• Multiple systems that cooperate with one another (‘swarms’);
• More mobile autonomous weapons systems 

 
These developments have increased the scope of operation, to the extent that the user may not 
always know exactly where and when an attack will take place. Also, this has made it harder to have 
an understanding of the weapons system’s functioning, specifically regarding what might trigger an 
attack. These themes are central to international discussions regarding constraints on autonomy in 
weapons systems. In this report, we look in more detail at these trends and how they affect human 
control and judgement. Based on this, we identify relevant questions and potential solutions to 
address these concerns.

As the increased mobility of uncrewed systems is not a new phenomenon, we will not pay 
special attention to this aspect in this report. However the increased mobility of autonomous 
weapons systems has serious implications for meaningful human control. It impairs the human 
operator’s ability to predict where and when an attack will take place, making these systems 
more unpredictable. It is clear that rules are needed to limit the duration and geographical area 
of operation to ensure compliance with legal and ethical norms.

The rules of a legally binding treaty should be general enough to apply to a broad category of 
weapons that use sensor processing to apply force to targets. This should ensure that a treaty is 
future proof and applicable to currently unforeseen technological developments. Therefore, a treaty 
should not only be built around specific existing technologies. At the same time, it is useful to 
look at the current state of play to identify where legal and ethical concerns can arise. It can also 
be helpful to consider how current thinking on possible rules and limits would apply to existing 
systems and technologies.

In Chapter 1, we discuss possible elements for a treaty. Chapter 2 looks at the development 
of more complex computational techniques like artificial intelligence. In Chapter 3, we look at 
automatic target recognition and sensor data fusion, used to analyse large amounts of data. 
Chapter 4 focuses on swarming, where multiple weapons systems are deployed together. Based 
on the possible elements of a treaty as described in Chapter 1, we analyse these trends to identify 
potential concerns and ways to address them. 
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1. Possible Elements 
of a Treaty
 

T here is widespread agreement that international law, specifically International 
Humanitarian Law (IHL), as well as ethical considerations should form the basis 
for developing a normative framework for autonomous weapons. Increasingly, we 

are also seeing the operationalisation of the concept of human control and judgement. 
For example, a growing number of states refer to the need for limits in the duration and 
geographical area of operation and the type of targets to ensure compliance with IHL.4 
Currently, about 100 states are in favour of a legally binding instrument to address the 
concerns related to autonomous weapons.5 

International humanitarian law requires that those who plan, decide and carry out an attack must 
fulfil certain legal requirements.6 The law applies to humans, and they must be able to apply the 
law. As various states have mentioned in their interventions and papers at the CCW, this means the 
human user must be able to make a context-based decision on the legality of an intended attack. In 
particular, they must make a proportionality assessment and distinguish between combatants and 
civilians. There seems to be widespread agreement that a human user should be able to make a 
legal and moral judgement as to whether the effects of an attack are acceptable. Also there should 
be a human user who can be held accountable for the effects of an attack.7 

It is useful to take these principles as a basis to further develop the potential structure of a legally 
binding treaty. The structure described below in this chapter constitutes general commentaries on 
possible ways to do this, based on discussions within the Stop Killer Robots campaign and PAX.

As mentioned, the majority of states agree that the human role should be a central element of a 
regulatory framework. The term most commonly used for this is ‘meaningful human control’. The 
implementation of this concept should ensure compliance with legal and ethical norms. Therefore, 
autonomous weapons systems should be used with meaningful human control, and those systems 
that do not allow meaningful human control should be prohibited.

To ensure meaningful human control, the human users must be able to predict and explain the 
effects of an attack on the target and its surroundings. The ability to predict the effects is necessary 
to make a legal and moral judgement. The ability to explain the effects of an attack after an 
engagement has taken place is necessary to ensure accountability. For instance, the user should be 
able to explain the actions of the weapons system and the human role. Positive obligations can be 
developed to ensure this. The human user should for example be able to: 
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Terminology

User or users?
For readability we mainly use the term ‘human user’ in this report. However, this is an 

oversimplification. A military operation involves several people making different decisions 

and taking separate actions. These may include intelligence officers, legal advisers, 

commanders and operators, each of whom has a different role and responsibility. New legal 

rules on autonomous weapons need to ensure all these actors are able to make a legal and 

ethical judgement and remain accountable for their role in the decision-making process and 

the use of an autonomous weapons system.

Autonomous weapons systems
For readability we also use the terms ‘weapons systems’, ‘weapons’ and ‘systems’ to refer 

to autonomous weapons systems. The plural ‘weapons’ is used to not only refer to single 

weapons systems, but also the broader concept of interconnected sensors, processors, and 

weapon systems.

Meaningful human control
The human role in the deployment of autonomous weapons systems is a central element in 

the international debate. Various actors use different terms to describe this, from meaningful 

human control or appropriate human judgement to appropriate human control. In this 

report we use the term ‘meaningful human control’, while noting that its definition and 

operationalisation is more important than the precise term used.

Functional understanding
The user does not need to understand completely how a weapons system functions. The 

same applies to a car. The user does not need to understand the intricacies of a combustion 

engine, but they do need to know what effect their actions will have on the functioning of the 

system. Regarding autonomous weapons systems, users need to understand how the weapons 

system will function in the environment it is used in and what will trigger an application 

of force. Also, they need to understand how their actions and decisions can influence the 

functioning of the weapons system, for example by setting limits in time and space.

Understand and influence the effects the system will have in the intended environment of use. That 
is to say, the user should have:

1. A functional understanding of how the weapons system works; and
2. An understanding of the context of use; and
3. The ability to limit the functioning of the autonomous weapons system. 
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1. The user should have a functional understanding of how the weapons system works, specifically 
of what might trigger an application of force. A report by Automated Decision Research (ADR) 
demonstrates growing convergence on this point.8 A joint working paper by a group of seven 
states in 2022 stated that developers, commanders and operators must have “a sufficient 
understanding of the weapons systems’ way of operating, effect and likely interaction with its 
environment. This would enable the commanders and operators to predict (prospective focus) and 
explain (retrospective) the behavior of the weapons systems.”9 A joint submission by a group of ten 
states in 2021 raised the point that weapons systems that create the “inability to understand or 
explain, […] reduce the operator’s control over the system and prevent investigation after the fact”, 
which would mean these systems could not be used in compliance with IHL.10 

 
2. Users should have sufficient understanding of the context where the weapons system will 

be deployed, specifically of what objects might trigger an application of force. To make an 
assessment of the legality, they should be aware of the presence (or absence) of civilians 
and civilian structures, as well as of enemy units, and the strategic relevance of the area. The 
International Committee of the Red Cross (ICRC) notes the need for the user to “have the 
necessary situational awareness to anticipate the effects of an attack and be reasonably certain 
upon launching the attack that it will comply with IHL.”11 

3. The human user must be able to limit the functioning of the weapons system to ensure 
compliance with legal and ethical norms. As it is sensor input that triggers an application of force, 
the user does not know exactly where and when an application of force will occur, or against 
what. This increases the unpredictability of the weapons system. To make the effects more 
predictable, the user should be able to limit the duration and geographical area of operation as 
well as the type of targets that can be engaged. The scope of operation should be limited in such 
a way that the user can predict the effects of an attack.12 It is interesting to note in this respect 
that certain existing weapons systems already require the user to set specific rules and limits for 
each new mission, while other systems have several pre-programmed modes. The former gives 
the user more options to configure the system according to each mission and forces the user to 
engage cognitively with the required rules and the limits needed in the mission.13 

PROHIBITIONS
As autonomous weapons need to be used with meaningful human control to comply with legal and 
ethical norms, it follows that weapons that cannot be used with meaningful human control should 
be prohibited. These autonomous weapons systems do not allow the user to make a legal and 
moral judgement as to whether the effects of an attack are acceptable, or they are systems where 
a human user cannot be held accountable for the effects of an attack. As a logical corollary of the 
above, this would be the case if the functioning of the weapons system were to make it impossible 
for the user to have: 

1. A functional understanding of how the weapons system works; 
2. An understanding of the context of use; 
3. The ability to limit the functioning of the autonomous weapons system.

Autonomous weapons systems that target people should also be prohibited. The concerns are 
mainly centred on moral considerations. It undermines human dignity to target people without 
human moral agency, based on predetermined target profiles that are simplified representations 
of people. Also, there are concerns related to the biases that are prevalent in artificial intelligence 
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(AI) and facial recognition, increasing the risk of automated harm to already marginalised groups. A 
legal concern is that there is a risk of protected persons being targeted when autonomous weapons 
systems are used because peoples’ status under the law is fluid. People can have a different legal 
status, from being a protected person to being a legitimate military target, depending on the 
context and their conduct. 

Besides the limits and prohibitions mentioned in this chapter, other limits and prohibitions may 
be needed. The overarching goal should be to ensure meaningful human control—in other words, 
that the human user can make a moral and legal assessment and can be held accountable for the 
effects of an attack.

The possible elements for a legally binding treaty described in this chapter will be used to analyse 
the various trends and what effect they could have on legal and ethical norms.
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2. Artificial 
Intelligence 
 

 2.1 Introduction

 In a blog post, the US Air Force’s Chief of AI Test and Operations said the Air Force conducted 
a simulated test where an Artificial Intelligence (AI) drone “killed the operator because that person 
was keeping it from accomplishing its objective”. The AI software was programmed to attack the 
enemy’s air defence systems and was rewarded if it did so. The human operator would sometimes 
tell it not to attack a certain target, as would happen in a real conflict situation. However, by doing 
this, the operator was preventing the system from accomplishing its task. Therefore, to improve 
its success rate in the simulated test, it eliminated the operator. After a media storm, the Air Force 
denied that the test had ever taken place. However, the important point is not whether the test 
happened, but that it could have happened. AI is known for performing unexpected actions, creating 
consequences not intended by the programmers.14 While this can have a major negative impact on 
society more generally, it is even more concerning when AI is applied to the use of violence.

SHORT HISTORY OF AI
The term ‘artificial intelligence’ was coined in 1956. This was followed by alternating periods of 
progress and stagnation in the development of AI, which were highly correlated with levels of 
(military) funding for AI, in particular in the United States through the Defense Advanced Research 
Projects Agency (DARPA). AI developed at a rapid pace from 1956 to the mid-1970s. The systems 
developed in this period were able to do things like solving written algebra problems and proving 
theorems in geometry. This period of progress was followed by a period of stagnation until the early 
1980s, when there was a brief revival due to the development of what were termed ‘expert systems’ 
based on if-then rules. These systems apply these rules to a data set to deduce new facts. From 
the late 1980s to the end of the 20th century there was another period of stagnation, followed 
by a period of huge progress that continues to this day. A milestone that received a lot of public 
attention was when the AI system Deep Blue defeated chess champion Gary Kasparov in 1997. In 
2016, Google DeepMind’s AlphaGo system beat the world’s top player Lee Sedol in the game of 
Go, which has many more possible board configurations than chess. Other notable achievements 
are computers beating human professionals with the video games StarCraft and Dota. These 
complex video games start to capture the messiness and continuous nature of the real world. AI 
systems have also beat humans at drone racing and made significant contributions to science, for 
example by predicting protein folding. Apps like Google Maps can adapt your fastest route using 
real-time changes in traffic, with data provided by the same users of the app. More recently, the 
chatbot ChatGPT has received a lot of attention. This natural language processing tool driven by AI 
technology can answer questions on a broad number of topics and can assist with tasks like writing 
a letter, explaining complex topics, or simulating a job interview.15 16 17  
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What is artificial intelligence? 

Key concepts The term algorithm was coined by the ninth-century Arab mathematician 

al-Khwarizmi to describe the Arabic system of numbers, in contrast to Roman numerals. 

Nowadays, maths forms the foundation for computer algorithms. Simply put, an algorithm 

is computer code that can be seen as a set of instructions to allow a computer to perform 

certain tasks. Algorithms form the basis for simple computational techniques as well as more 

complex ones like artificial intelligence.

Artificial intelligence is often described as a computation technique capable of completing 

tasks that would otherwise require human intelligence. In academia, artificial intelligence is 

defined based on four approaches, namely systems that think like humans, systems that act 

like humans, systems that think rationally, and systems that act rationally. In essence, AI is 

based on mathematics and statistics. Professor of Computer Science Stuart Russell explains 

that it is hard to draw a line between what is ‘normal’ software and what is AI. A digital 

thermostat has two simple rules. If it is too hot, turn off the heater. If it is too cold, turn it 

on. The question is: “when does it become AI? If it has 17 rules or 20?” Russel sees it more as a 

continuum “from extremely simple agents to extremely complex agents like humans.” What 

is seen as AI has also changed over time. In the past, chess-playing software was seen as 

highly advanced AI, whereas it is now seen as relatively simple.

Human intelligence? AI can do an increasing number of tasks better than humans. But 

artificial intelligence should not be equated with human intelligence. That is not to say that 

AI cannot do impressive things; it is just not intelligence in the human sense of the word. 

Because AI has huge processing power, it is able to make calculations and look for patterns in 

data a lot faster than humans, with impressive results. Human intelligence, however, is not 

based on correlation, but includes causality and abstraction. Current AI models are limited 

to specific tasks and cannot think like a human, overseeing multiple tasks. What are termed 

‘large language models’, like ChatGPT, can fool us into thinking that we are dealing with 

something human. But in fact they use a predictive algorithm that will give answers based 

on the data it was trained on.

Machine Learning. In recent times artificial intelligence has almost become synonymous 

with machine learning based on statistical pattern recognition, which allows predictions 

to be made for related data. For example, by analysing large numbers of pictures AI can 

AI is increasingly being used in the military for various applications. Its use in inventory management 
and route finding, for example, is hardly controversial. However, using AI in weapons systems 
for functions related to the application of force raises questions about how human control and 
judgement are ensured. Is the user able to have a functional understanding of how the weapon 
system works and what effects the system will have in the intended environment of use? Does the 
user know what could trigger an application of force? Here, the potential negative consequences are 
extremely serious and require more scrutiny and the development of rules and limits.
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   Footnotes table 18 19 20 21 22 

 2.2 Concerns Related to AI

 In this section, we will look at a number of general concerns related to the use of AI. These 
concerns are also applicable when AI is used in weapons with increasing autonomy as they can 
have a negative impact on adherence to legal and ethical norms. Therefore these issues should be 
addressed if AI is used in autonomous weapons systems. 

AI can have many positive impacts on our societies, for example improving cancer screening, 
assisting in nature conservation and creating tools for people with disabilities. At the same time, it 
is important to be aware of potential negative consequences and to develop regulations to prevent 
them. As an open-letter by the Future of Life Institute, signed by over 3000 AI experts, states 
“Powerful AI systems should be developed only once we are confident that their effects will be 
positive and their risks will be manageable”. The letter calls for an “immediately pause for at least 
6 months the training of AI systems more powerful than GPT-4.”23 Others have pointed to negative 
effects that are already occurring today. Examples include algorithm bias leading to already 
marginalised communities not being able to obtain bank loans, or AI identifying innocent people 
as ‘guilty’ of fraud.24 Timnit Gebru has raised concerns related to traumatized Kenyan low-wage 
workers that are hired to moderate online content for violence, racism and abuse.25 

BLACK-BOX ALGORITHMS
What is termed the ‘black box problem’ refers to the fact that humans, including those who design 
them, cannot fully understand how some algorithms function. This applies mainly to machine-
learning and (especially) deep-learning algorithms. Even if it is clear what data were used to train 

detect which images are new. Machine learning often requires a lot of input from humans 

to set the rules and label the data the system is trained on. However, unsupervised learning, 

where the systems learn from unlabelled data without human intervention, is increasingly 

being used. While machine learning has many useful applications, there are also negative 

sides. As Virginia Dignum, professor in Responsible Artificial Intelligence, says: “data-driven 

approaches to AI have been proven to be problematic in terms of bias, explanation, inclusion 

and transparency.” They rely on the quality of the data they are trained on and replicate 

biases in the data. As is often said, ‘garbage in, garbage out’. Neural networks are a subset of 

machine learning that have a structure inspired by the human brain, mimicking the way in 

which biological neurons signal to one another. Deep learning is essentially a neural network 

with three or more layers, where each successive layer transforms data into a more abstract 

and composite representation.

Generative AI refers to “a category of AI algorithms that generate new outputs based on 

the data they have been trained on”. It does so by looking for patterns in large amounts of 

data and using this to develop new content (video, text or audio). Large language models like 

ChatGPT detect patterns in the combinations of words and phrases in existing texts, which 

are then used to develop new written content. 
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these algorithms, they can be so complex that it is impossible to understand how they arrive at a 
certain outcome. The use of such algorithms in weapons systems raises clear concerns. Black-box 
systems would create problems for the user’s understanding of the weapon’s functioning. In other 
words, the user would not be able to predict and explain what effects the system would have in 
the area of operations. The human user may not understand what might trigger an application of 
force if they do not know based on what characteristics this will happen. As the ICRC notes, with the 
increased “reliance on artificial intelligence and machine learning techniques”, for example when 
“machine learning enables changes to targeting parameters”, the functioning of weapons becomes 
opaque. This means that the person undertaking a legal review or making a judgement about 
compliance with IHL during a weapon’s use “could not reasonably determine the lawfulness”.26 As 
Johnson, author of Artificial Intelligence and the Future of Warfare, explains, “AI’s predicting and 
reacting to a priori novel situations will increase the risk of mismatch – between algorithmically 
optimized goals and the evolving strategic environment – and misperception will heighten the 
risk of accidents.”27 It is often believed that “the most accurate models for any given data science 
problem must be inherently uninterpretable and complicated.” While deep-learning algorithms are 
often very precise, Rudin and Radin give various examples where this is not always the case. 28They 
suggest what are termed ‘interpretable models’, models that are understandable and accurate, as 
alternatives to ‘black-box’ algorithms.29 

ALGORITHM BIAS 
Existing biases and discrimination of certain groups of people can find their way into new 
technologies. Negative stereotypes “are overrepresented in the training data, not only exceeding 
their prevalence in the general population but also setting up models trained on these datasets 
to further amplify biases and harms.”30 Also, the worldviews of those developing the systems are 
unconsciously programmed into the algorithms. Due to a lack of diversity in the tech community, 
these are often the views of European and North American white males. This has led to ‘smart’ 
soap dispensers not recognising the hands of people of colour, or AI that was used to evaluate 
applicants for management positions showing a preference for male over female candidates due to 
the use of biased data.31 32 Research by Gebru and Buolamwini has demonstrated the bias in facial 
recognition technologies, namely that the systems they tested had error rates of up to 34.7 per cent 
in identifying darker-skinned females, while the error rate for white men was 0.8 per cent.33 
The presence of biases in technologies like artificial intelligence and facial recognition raises 
serious concerns relating to automated decision-making. Using algorithms that contain biases in 
autonomous weapons systems would have serious ramifications. Allowing these technologies to 
make decisions related to life and death would erode legal and ethical norms, and would have 
negative impacts for already marginalised groups. 

UNINTENDED EFFECTS 
Artificial intelligence can have effects not intended or foreseen by the developers. For example, a 
collision between an Uber test vehicle and a pedestrian was due to the fact that the possibility of 
jaywalking was not programmed into the system.34 When used in weapons systems, AI can prevent 
the user from making a legal and moral judgement if the system is not predictable and reliable.

To understand what effects the weapons system will have in the intended environment of use, it 
should be reliable and predictable. Predictability in the operational context means that the user 
can anticipate how the system will act in the environment it is deployed in. Reliability means the 
weapons system will function as expected. Dan Hendrycks, a computer scientist and director of the 
Center for AI Safety, says that deep neural networks are fundamentally brittle: “they are brilliant at 
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what they do until, taken into unfamiliar territory, they break in unpredictable ways.”35 This relates 
to what are known as ‘misaligned’ AI systems, which accomplish their goals efficiently but in 
unintended ways. The story of the AI that killed the operator in a simulated test in the introduction 
of this chapter is an example of this.36 Brian Christian, author of The Alignment Problem, says: “The 
system will optimise what you actually specified, but not what you intended”.37 It is linked to the 
difficulty in translating fuzzy human desired outcomes into the numerical logic of algorithms. 
Dan Hendrycks says that human values are nuanced, complex and highly dependent on context.38 
Unpredictability clearly raises serious concerns for AI used in autonomous weapons.

ACCOUNTABILITY
For the proper functioning of the rule of law, humans must be able to apply the law and must be 
held accountable for any violations. Professor Dignum says that responsible AI is not a way to give 
“machines some kind of ‘responsibility’ for their actions and decisions, and in the process discharge 
people and organisations of their responsibility. On the contrary, responsible development and 
use of AI requires more responsibility and more accountability from the people and organisations 
involved: for the decisions and actions of the AI applications, and for their own decision of using 
AI in a given application context. When considering effects and the governance thereof, the 
technology, or the artefact that embeds that technology, cannot be separated from the socio-
technical ecosystem of which it is a component.”39 At an event in Palo Alto, Palantir’s CEO Alexander 
Karp said: “If you use an algorithm to generate a military decision and it goes wrong, who’s 
responsible?”40 
 
DATA AND LEARNING
As mentioned above, machine-learning algorithms need to be trained on vast amounts of data. With 
limited useful data available from conflicts, states and companies are trying to collect such data in 
existing conflicts like Ukraine. However, getting useful and reliable data from a dynamic and messy 
context like a war is difficult. It is therefore questionable whether there are sufficient conflict-
related data to adequately train algorithms. Johnson, the author of Artificial Intelligence and the 
Future of Warfare, states that “Even where situations closely mirror previous events, a dearth 
of empirical data to account for war’s contingent, chaotic, and random nature makes statistical 
probabilistic AI-ML [artificial intelligence machine learning] reasoning a very blunt instrument”.41  
 
GENERATIVE AI AND ‘HALLUCINATIONS’ 
Generative AI, which generates new outputs based on the data the software has been trained on, 
can give results that are not true. For example, Chat-GPT has insisted that the number 220 is less 
than 200, and that books do not exist. These ‘hallucinations’ would be extremely concerning if 
generative AI was to be used in autonomous weapons systems. For this reason, Pentagon officials 
have expressed reluctance to embrace generative AI.42 Craig Martell, its chief digital officer, said 
about this: “there are a number of use cases where the risks of hallucination will be too high to 
employ a large language model, such as ‘anything kinetic’, or having to deal with lethal weapons.”43 

 2.3 Military Applications of AI

 In 2019, former US Secretary of Defense Mark Esper said: “whichever nation harnesses AI 
first will have a decisive advantage on the battlefield for many, many years”.44 Increasingly we are 
seeing weapons producers and militaries applying AI in the military sphere, from logistics and 
maintenance to medical treatments. According to the Asia Times, AI was used to help draw up 
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the blueprints of a Chinese warship: a research team from the China Ship Design and Research 
Center used AI to “design a warship’s electrical systems in one day”, a task that would reportedly 
take human designers 300 days.45 During a mission, AI can assist in routing, delivering safe and 
appropriate routes for military convoys in real time.46 AI can also be used to analyse the data 
gathered from various sensors, including video feeds from unmanned aerial vehicles (UAVs) and 
satellite imagery, to give the operator relevant information about the battlefield.47 In this way AI 
can be used to accelerate decision-making when it comes to targeting, completing the OODA loop 
(Observe, Orient, Decide, Act) faster than a possible adversary. 

AI can also be implemented in weapons systems for detecting and attacking a target. It is important 
point out that AI is not essential for autonomy, but it does increase the possibilities for tasks to be 
completed without human input. While the focus of this report is on autonomous weapons, where 
sensor input triggers an application of force, in this chapter we will present the broader background 
to the use of AI in the military domain. It is important to note that AI and related terms are often 
used for marketing purposes by arms producers. It is difficult to verify what the actual level of 
sophistication is of the software.

REASONS FOR USE
There are various reasons why militaries are interested in using AI. One is speed—specifically, to 
“reduce the sensor to shooter timeline”. During its Project Convergence in 2020, the US Army was 
able to reduce the timeline from 20 minutes to 20 seconds. 48 Being able to make decisions faster 
than your opponent can be an important military advantage. However, it is not only about making 
decisions fast, but also about making the right decisions. Fighting at ‘machine speed’ raises many 
concerns. For instance, the danger of conflict escalation increases when fighting at speeds faster 
than the human user can control. It could mean the user does not have sufficient time to perform a 
proper analysis and make a well-founded legal and moral judgement. 

Another reason to use AI is that it has increased the types of tasks that can be automated and 
performed without human involvement, from take-off and landing of aircraft and manoeuvring to 
a certain location, to swarming and target recognition. AI can also be used to reduce the cognitive 
load of analysts and soldiers when mundane and time-consuming tasks are outsourced to AI—
like scanning through huge amounts of data that need to be analysed and labelled. Nowadays, 
vast amounts of data are collected from various sensors, from hours of drone footage to satellite 
imagery. AI can analyse such data a lot faster than a human can (see Chapter 3). AI can also be 
used to allow systems to function in contested areas. Remotely piloted weapons systems, like 
drones, have a disadvantage in areas where electronic counter measures (for example jamming and 
spoofing) are deployed. The advantage of using AI in these weapons is that they would then be able 
to complete a given task without requiring a direct data connection to the operator. “If an uncrewed 
aircraft is unable to operate without GPS and without communications, it will be near useless in 
future conflicts,” said Brandon Tseng, Shield AI’s Co-Founder and President.49 

While the potential military applications are clear, they also raise questions related to human 
control and judgement. Rules and limits are needed to ensure AI’s use complies with legal and 
ethical norms. This will be discussed later in the chapter.

UKRAINE AS A TESTBED FOR AI
Since the Russian invasion of Ukraine, we have seen a combination of contrasting types of warfare. 
On the one hand there is trench warfare and the use of heavy artillery similar to World War I. On 
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the other hand, new technologies are being used, tested and refined in the conflict. This includes 
the widespread use of commercial drones for Intelligence, Surveillance and Reconnaissance (ISR) 
as well as strike missions, all enabled by a huge increase in data from sensors, and the application 
of artificial intelligence to process the information. An article in the National Defense Magazine 
stated that the conflict in Ukraine has become an AI laboratory due to “unprecedented funding, 
international engagement, and technological support from across the public and private sectors in 
a setting that may continue for several more years”.50  

AI’s most widespread use in the Ukraine conflict is in data fusion. AI is used to detect and analyse 
information of interest in vast amounts of data from satellite imagery, drone video footage and 
enemy radio communications, as well as videos and pictures posted on social media.51 AI can 
compare multiple images and signal certain interesting changes, like churned up earth or the 
presence of large numbers of tyre tracks. Linked to this, Ukrainian civilians can share information 
on the location of enemy troops via the E-Enemy app, a Telegram chatbot that “allows users to 
send geolocation, photos, and videos of enemy equipment”.52 An example of a sensor fusion system 
is the MetaConstellation software, developed by Palantir, that combines publicly available data 
and intelligence sources (satellites, reconnaissance drones etc.) to create a digital map of the 
battlefield.53 The software recognises and highlights possible targets for military officers on the 
digital map; they can then select a weapons system and send the required information to engage 
a target.54 According to Palantir, which is never shy of boasting about its capabilities, its software is 
responsible for most of the targeting in Ukraine.55 

As mentioned, large amounts of data are needed to train machine-learning algorithms. The National 
Defense Magazine writes that “AI systems are being trained with real data from a real battleground 
— not to stop the suffering and end the war, but to become more effective in fighting the next 
one: the AI war.”56 Another article in Wired adds: “Global companies are offering free products to 
get access to live combat data. The Ukrainian government wants to keep this resource for its own 
emerging defense industry.”57 

Ukraine is not only a testbed for foreign companies, but it is also seeing an increase in domestic 
military start-ups. When the country launched a Defence Tech Cluster, Ukraine’s Minister of Digital 
Transformation stated: “Ukraine is the best opportunity to implement new technologies into life and 
see it in the field”.58 Asked if Ukraine has developed technology that is able to find and engage targets 
without human control, the minister said the answer would be disclosed after the victory.59 A Ukrainian 
officer told the Washington Post: “By the end of the war, we will be selling software to Palantir.”60 
 
Besides extensive use of AI for information purposes, we are also seeing the use of weapons sys-
tems with increasing levels of autonomy. There is widespread deployment of drones and loitering 
munitions by both sides that use AI for increasing levels of autonomy in various functions, for ex-
ample for autonomous flight and target recognition. Russia is using the Lancet and the KUB while 
Ukraine is using Switchblade loitering munitions.61 At the beginning of 2023, Ukrainian forces 
captured a Lancet drone that contained a NVIDIA Jetson TX2 processor.62 According to the AI sci-
entist Alexander Nedergaard, it “is a highly parallelized processor, where multiple calculations or 
data processing can be done at the same time. This makes it well-suited for any application where 
a lot of data needs to be processed with minimal latency. For a drone, this would typically mean 
advanced processing of data from several sensors. It is exactly what you would need for AI-based 
image recognition and classification; however the same could be said for AI-based navigation (for 
example using sensors data to adapt flight patterns). It is highly suggestive of advanced (‘on-drone’) 
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processing of image data from camera sensors. Such a processor would be a necessary component 
in an autonomous weapon but does not mean that the drone has to be an autonomous weapon.”63 
Another example is the deployment of the anti-tank Uncrewed Ground Vehicle (UGV) Marker in 
Ukraine, which is said to use AI for autonomous driving and object recognition.64 In January 2023, 
the former director of the Russian state company Roscosmos claimed Russia will prepare a combat 
version of the Marker robot to “destroy Abrams and Leopards” that have been delivered to Ukraine 
by its Western allies.65 66 This claim is difficult to verify. There is also an increase in the use of elec-
tronic warfare (for example, jamming and spoofing) in the war in Ukraine. This makes it more dif-
ficult to use remote-controlled weapons systems. According to Professor Stuart Russell, this is the 
driving factor in Russia’s and Ukraine’s shift towards using more AI in weapons systems.67  

Loitering munitions

Loitering munitions can search for a potential target in a designated geographical area 

for a certain period of time. Once a target has been detected, the munition can crash into 

the target and explode. In recent years, we have seen a huge increase in the development, 

proliferation and use of these weapons. There is a lot of variety in loitering munitions, from 

the anti-personnel Drone 40, a 12.5cm-long quadcopter, to the 3.5m-long Iranian Shahed-136 

that has a warhead of 50kg and a range of 2,500km. Based on publicly available information, 

it seems most of these systems have a human operator approving engagement. Often they 

are uncrewed aerial vehicles allowing the pilot to see a video feed from the drone, either on a 

screen or through goggles. Technically this human approval can be easily removed, making 

them autonomous weapons. A number of loitering munitions, for example the Israeli Mini 

HARPY, are advertised as having a fully autonomous mode. Given the fast development and 

wide use of loitering munitions, they are likely to become increasingly autonomous in the 

coming years.

 
   Footnotes table 68 69 

 2.4 Examples of AI in weapons systems

 There are many examples of the use of AI in weapons systems. As the main focus of this report 
is on trends in autonomy, it is not our intention to give an exhaustive overview of weapons systems 
with increasing autonomy here. For this, we refer readers to the PAX reports ‘Increasing Autonomy 
in Weapons Systems’ and ‘Slippery Slope’.70 A number of other examples are also mentioned in the 
chapters on swarming and automatic target recognition. 

An example of a weapons system that uses AI is the Kargu, a rotary-wing combat UAV, which 
reportedly has “real-time image processing capabilities and machine learning algorithms embedded 
on the platform”.71 The system is said to have automatic target recognition and tracking.72 According 
to Hürriyet, STM has been further developing the capabilities of the Kargu, reportedly including 
facial recognition.73 74 The DARPA project Air Combat Evolution (ACE) seeks to explore how AI and 
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machine learning could help automate air-to-air combat by testing the system in a simulated 
dogfight with human pilots. In the simulated test, AI beat the human five times, while it was 
not hit even once by the human pilot. The AI system ‘learned’ the best way to perform air-to-air 
combat during the tests.75 The Blowfish is a two-metre-long uncrewed helicopter.76 According to 
the manufacturer the Blowfish has an object recognition system that can identify different targets, 
such as vehicles, drones or people.77 Another example is the Mini HARPY, a loitering munition. 
It combines the capabilities of the Harop and the HARPY munitions, namely radiation detection 
and electro-optical capabilities.78 It can loiter and detect radiation-emitting objects, such as radar 
installations. Currently, an attack is approved by a human who has a video feed of the operation. 
As mentioned above, the developer suggests that it has a “fully autonomous” mode; however, it is 
unclear what the fully autonomous mode would entail.79 
 
There is a growing group of tech start-ups focusing on military applications. For example, Anduril 
developed an AI-powered system called Lattice that combines sensor data. In the past few years 
the company has bought several uncrewed vehicle developers, including a tube-launched drone 
developer and an underwater drone developer.80 81 By combining its AI software with weapons 
systems, Anduril is developing weapons systems with increasing autonomy. A number examples of 
this are mentioned in the chapter on automatic target recognition. An example of the use of AI in 
weapons systems that is not embedded in an uncrewed vehicle is the AI-powered ARCAS for assault 
rifles, developed by Elbit. It includes a processing unit in the forward grip of the rifle and a helm-
mounted eyepiece. The company claims it is able to do passive range measurement, automatic 
ballistic correction and detection of fire sources, interface with tactical Command and Control (C2), 
and perform friend or foe identification.82  
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3.Automatic 
Target Recognition
 3.1 Introduction

 Since the first radar and imaging sensors, militaries have had an interest in being aided by 
machines to increase their situational awareness and to be able to identify potential targets. 
Technological advances in information technology (like processing power, big data, object 
recognition), as well as developments in sensor technology (including LIDAR, electro-optical and 
infrared cameras) have led to an increased complexity of what is known in military jargon as 
Automatic Target Recognition (ATR). The developments in information technology have greatly 
improved sensor data fusion which makes it possible to use data from multiple sensor and allow 
AI to analyse the data for potential targets. This has also led to target profiles becoming more 
complex, using a broader set of characteristics to describe a target, as well as machine learning 
developing computer-generated target characteristics. Nowadays, weapons systems with increasing 
levels of autonomy often have a broad catalogue of potential targets they are able to detect and 
engage. This differs from earlier systems where there was only one category the weapons system 
could detect, for instance incoming projectiles. 

In the past this process of target detection was relatively simple. It was often one sensor collecting 
data from the environment, which was processed by relatively basic software. Also the target profiles, 
the set of conditions which can trigger an attack, were relatively simple and based on a few conditions. 
An example is a landmine, which is not an autonomous weapon, but has the same principle for 
functioning. It has a pressure sensor and a simple target profile (e.g. a force of more than 10kg).83 

Advances in ATR raise questions related to human control and judgement. For example is the user 
still able to understand based on what characteristics an application of force is triggered? Do they 
know what unintended objects might fall under the targeting profile? 

Also, to predict the effect of an attack, the user must be able to understand the context. The 
increase in available data from sensors can potentially give the user a better understanding of the 
context and allow them to focus on key decisions. However it also raises questions about what the 
potential negative effects are. Should the user understand on the basis of what criteria the systems 
identifies information of interest, what data and sensors have been used, and should the user be 
able to verify the information?

HISTORY OF ATR
ATR has been developed since the 1960s. In the 1970s the main technique was statistical pattern 
recognition, with software which looks for patterns in data sets. Template matching for ATR was 
introduced in the 1980s. This is a digital image processing technique for finding small elements 
of an image which match a template image (for example, the shape of a fighter jet). In the 1990s 
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 3.2 Military applications for automatic target recognition

 ATR can be used for various tasks with different levels of automation potentially leading to 
a reduced role of the human user. This ranges from providing the user with data of interest from 
large amounts of data from various sensors, the system advising the user on a course of action, to 
the system detecting and attacking targets without human input during deployment. The latter 
would be the case with autonomous weapons.

Sensor data fusion, which is a crucial part of ATR, can reduce the cognitive load of the operator 
and provide them with better situational awareness. At the same time it can have an effect on 
meaningful human control. It also raises questions, for example whether the user understands what 
criteria are used to determine which information is deemed relevant, and whether the user is able 
to verify the information provided. When the system also suggests a course of action it can limit 
the user’s cognitive engagement with decision-making and result in too much trust in the systems 
suggested course of action. Such concerns related to human control and judgement are most clear 
with autonomous weapons, where any issues with the systems functioning cannot be corrected by a 
human. It also raises questions whether the user understands how the weapons systems functions 
and specifically what will trigger an application of force.

REASONS TO USE
Militaries rely on ATR systems because they can improve their information position and shorten the 
time that is needed for target acquisition, reducing the “sensor to shooter timeline”.90 Other potential 
benefits are a reduced workload for operators, improved situational awareness, and reduced 
bandwidth for data transfer. If the ATR system is part of the weapons system, autonomous detection 
and application of force may be possible. There are potential military advantages to this. For 
example, it allows the systems to be used in contested areas, where the enemy is using electronic 
warfare to disrupt the connection between the operator and the weapon system. These systems 
can also be used when the location of the target is not known, or to apply force if a type of target 
enters a certain area.91 Some systems, like air defence systems, are switched off to avoid detection. 
Autonomous weapons systems can attack the target as soon as the radar is switched on again. 

DATA AND TRAINING
To train an ATR system, based on technologies like deep neural networks, the algorithm has to be 
trained with labelled data compatible with the sensors used by the system. Training data can be 

template matching was combined with neural networks. Since the 2010s deep learning has been 
increasingly used for target recognition. An important technological development related to 
automatic target recognition is the advances in machine vision. Work to develop computer vision 
started in the 1960s, but greatly advanced a decade ago with the use of neural networks to allow 
the system to ‘learn’ from large numbers of visual examples of an object. By analysing thousands 
of images (for example of dogs), a neural network can learn to detect similar images. However, 
as these are often ‘black-box’ systems it is unclear what characteristics are being used to identify 
a certain object, which is highly problematic when it means the user does not understand what 
conditions may trigger an application of force. More recently, neural networks have made it possible 
to also analyse video images. Advances in AI have also led to facial recognition technologies, which 
have raised concerns related to accuracy, bias and privacy. There are many examples of people 
(mostly people of colour) being falsely identified in policing. 84 85 86  



21PAX ! Increasing complexity

  Footnotes table 87 88 89 

ATR

Automatic target recognition (ATR) is the “automatic processing of sensor data to locate 

and classify targets. It is a data reduction technique aimed at signal/image exploitation.” 

Increasingly ATR combines information from multiple sensors. An ATR often also gets 

supporting data to analyse, like the position of the sensor (altitude and coordinates), and 

the time of the data collection. ATR in autonomous weapons can be divided into three 

steps: firstly the collection of information by sensors; secondly the fusion and analysis 

(processing) of the data; and thirdly the application of force if the sensor data matches a 

pre-defined target profile. 

SENSOR PROCESSING (IMAGE BY ARTICLE 36).

ATR algorithms can follow the anomaly detection or the correlation approach, while other 

methods are also possible. The anomaly detection approach is focused on finding anomalies 

in sensor data. In images these algorithms recognise strong contrasts, border strength, 

bright spots, unusual texture or high variance as indicators that a target might be present. 

The correlation approach is based on existing data and images of the target, which are 

matched against the pixels of sensor data. According to Schlachter, the author of the book 

‘Automatic Target Recognition’, ATR is useful when the data rate is too high or prolonged 

for humans to analyse. Currently human are better at “consultation, comprehension 

and judgement”., he says “trained humans far outperform machines classification task 

requiring intuition, judgment, flexibility, common sense, creativity, verbal consultation, 

understanding human culture, and scene gist.” 

Sensor data fusion is the combining of data from multiple sensors for improved accuracy 

and more specific inferences from the sensor data than would be possible from a single 

sensor. Sensor data fusion is a key process in ATR and therefor in autonomous weapons 

applying force based on sensor inputs.

A target profile as defined by the NGO Article 36 is a set of conditions that trigger an 

application of force. This can be a heat shape of a tank or a radiation signal from an air 

defence system. These profiles are an essential part of autonomous weapons systems, as it 

is not human input, but sensor input that triggers an application of force. 

SENSOR(S)

(produces data on the 
external context)

CALCULATION

(determines actions on the
basis of, inter alia, sensor data)

FORCE

(applied at a specific time  
andplace if certain analysis

conditions are met)
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gathered through open sources or other means of intelligence gathering. Gregory Allen, from the 
Centre for Strategic and International Studies, notes that neural networks offer “the opportunity 
for incredible gains in performance, but that performance depends on having lots of training 
data during development. Moreover, that training data needs to closely resemble operational 
conditions.”92 Target recognition in the military domain faces the same hurdles as in the civilian 
domain, namely that the system has to classify and identify an object in a cluttered environment. 
However in conflicts the environment is a lot less structured and more chaotic. An extra difficulty 
in conflict is that adversaries will try to hide themselves or confuse the opponent, by applying 
camouflage or designing their systems in a way to make it harder to detect these systems.93 Another 
concern that arises, which was also mentioned in Chapter 2, is the ‘black-box’ problem, which can 
make it impossible for the user to understand how the system functions, specifically what will 
trigger an application of force.

SENSOR DATA FUSION
Sensor data fusion was originally developed for military purposes like automatic target recognition, 
battlefield surveillance, remote sensing, and guidance of autonomous vehicles. One of the first 
examples is from the 1970s, when the US navy combined data on Soviet naval movements in 
data fusion centres, creating a more accurate picture than by using data from a single sensor.94 As 
data analysts can be overloaded with converting vast amounts of data into useful information, AI 
can analyse and fuse these data-streams a lot faster than a human could, filtering and organising 
mission-relevant information, from hours of drone footage to satellite imagery and enemy radio 
communication. Sensor data fusion is used to support situational awareness and threat assessments. 
Mike Nowak, from the US Air Force Research Laboratory’s sensors directorate, said “We want to fuse 
multisource information and get it to every decision maker in the battle space.”95 

Reducing the cognitive load of humans can be useful to allow them to focus on key decisions. While 
this can support them to focus on important tasks and increase the amount of relevant information 
the user has, it also raise questions related to human control and judgement. It can make it harder 
for the user to understand and validate the information that is presented to them.

According to Mike Bryant, from the US Air Force Research Laboratory’s sensors directorate, 
current sensor processing is still limited relative to human reasoning. “The human is awesome at 
combining information. […] With computers and algorithms we are still struggling to get to that 
level.” Bryant notes image analysts and other types of intelligence analysts are still necessary to do 
the fusion work: “A lot of the really hard problems will remain a human problem for a while.”96 

 3.3 Examples of ATR use

SITUATIONAL AWARENESS
An example of a sensor fusion system was mentioned in the chapter on artificial intelligence.
MetaConstellation software, which is used in the war in Ukraine, combines publicly available data 
(online pictures, social media etc.) and intelligence sources (satellite, reconnaissance drones, etc.).97 
It highlights possible targets on a digital map of the battlefield for military officers, who can then 
select a weapon system and send the required information to engage a target.98 

Project Maven is a well-known example of the solutions militaries are looking into to process 
large amounts of data. It was designed to sift through hours of video data from drones and identify 
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potential threats.99 Project Maven uses artificial intelligence to interpret video images, which could 
provide the basis for automatic targeting and autonomous weapon systems. Based on the public 
disclosures of Project Maven’s subcontracts, news website Tech Inquiry states the project’s range of 
surveillance capabilities has increased to all-source intelligence, including social media monitoring. 
The project has a “broader focus including the analysis of satellite imagery, Synthetic Aperture 
Radar, social media, and ‘Captured Enemy Materials’ (CEM).”100 The National Geospatial-Intelligence 
Agency said Maven was deployed in Ukraine by a “military partner”.101

DECISION SUPPORT 
Decision support that combines sensor fusion and data analysis. An example is the US Army’s 
FIRESTORM, which processes information including the “terrain, available weapons, proximity, 
number of other threats” and recommends what weapons system is best to respond to a given 
threat.102 Based on this, the operator can assess the recommendation and send orders to “soldiers 
or weapons systems within seconds of identifying a threat”.103 Brigadier General Ross Coffman, 
director of the Army Futures Command’s Next Generation Combat Vehicle Cross-Functional Team 
says“Simply put it’s a computer brain that recommends the best shooter, updates the common 
operating picture with the current enemy situation, and friendly situation, admissions the effectors 
that we want to eradicate the enemy on the battlefield”.104 

Another example is Palantir’s Artificial Intelligence Platform (AIP), which has been demonstrated 
in a demo video.105 Interaction between the system and the user is through a chatbot based on 
a large language model, similar to ChatGPT. Information on potential enemy targets is sent to a 
commander who makes the decision whether to attack the target. The chatbot shares information 
on the position of weapons systems in the vicinity of the target that could be used, determines the 
time the weapons system would need to get to the target and can suggest the optimal route based 
on terrain analysis. When asked, the system offers the commander strategic advice on possible 
courses of action.106 As a VICE journalist notes “While there is a ‘human in the loop’ in the AIP 
demo, they seem to do little more than ask the chatbot what to do and then approve its actions.”107 
The reliance on an AI system for multiple analyses and decisions reduces the user’s cognitive 
engagement and could also lead to too much in the system’s suggestions. It is unclear if AIP has 
been deployed in conflict. Also the concerns related to large language model ‘hallucinating’, as 
described in chapter 2, are a serious issue here. 

The technologies described above facilitate situational awareness and decision support and could 
be integrated in autonomous weapons systems to support autonomous targeting.

ATR IN WEAPONS SYSTEMS
While most weapons systems that use automatic target recognition currently have an operator that 
need to approve the attack, this human approval can technically be easily removed. Many weapons 
systems are also advertised as having an autonomous mode. However, it is difficult to verify what 
level of autonomy the system has over which function. 

There are many examples of weapons systems using ATR. A few mentioned below serve as an illustration 
of what they may entail and how that may be relevant in the context of autonomous weapons.

The Drone 40 is a small quadcopter loitering munition that can be fired from a 40mm grenade 
launcher.108 It has ATR that is said to be able to identify and track targets, for example by 
distinguishing the radar profile of certain targets (citing a T-72 tank). The manufacturer’s 
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CEO reportedly said the system will never “acquire and prosecute” a target without human 
confirmation.109 In 2022 an M1 Abrams Tank was equipped with the Advanced Targeting and 
Lethality Aided System (ATLAS), which is claimed to use “cutting-edge sensing technologies and 
machine-learning algorithms to automate manual tasks during passive target acquisition, allowing 
crews to engage three targets in the time it would normally take for them to engage one.”110 
 
During a demonstration at the Zhuhai Airshow 2022, a Chinese CASC Rainbow-4 drone flew over 
the airstrip and identified ground targets automatically.111 It is said to use an “electro-optical HD 
sensor payload […] enabling target detection in daylight at 20 km range.” as well as a Forward 
Looking Infrared (FLIR) sensor, to detect heat sources like engines or bodies, and has a range of 
18km, including at night or through fog and smoke.112 It is reported that the system is operational 
in the Middle East, including Iraq, Saudi Arabia and Egypt.113 

The company Anduril has developed several drones that are powered with their AI-software 
Lattice which facilitates ”Onboard AI/ML algorithms autonomously process and fuse raw sensor 
data from distributed assets to detect, track, and target in real-time.”114 For example, ALTIUS, a 
loitering munition, that comes in two sizes and can be equipped with different warheads, is said to 
incorporate autonomy that can “enable a single operator to control multiple assets simultaneously 
and has demonstrated coordinated strikes, automated target recognition, and collaborative teaming 
with the operator on the loop.”115 Ukranian software engineers who volunteered for the group 
Aerorozvidka (aerial intelligence) told Forbes about their AI system for recognising targets with 
indigenous developed R-18 drones. They claim “to have developed an AI system which is far better 
than a human operator at spotting vehicles below, and can flag them automatically and relay the 
exact GPS co-ordinates back to the operator.”116 According to an Indian newspaper The Print, Indian 
start-ups are developing: ”The AI-based Automatic Target Recognition (ATR) feature in swarm 
drones enables these aerial vehicles to automatically recognise targets like tanks, guns, vehicles 
and humans while relaying back information to the control station screen. This minimises chances 
of an operator missing any target and also facilitates engagement by a suitable type of weapon 
platform.”117 The Agile condor ‘pod’ is a high-performance computer that can be added to the MQ-9 
Reaper UAV. It uses machine learning, to autonomously fuse and interpret sensor data to identify, 
classify, and ‘nominate’ targets of interest.118 The onboard processing capability is said to allow it 
to autonomously detect, identify and engage targets. Although not explicitly mentioned, a video by 
one of the developers illustrates the system identifying a human target by using facial recognition 
and alerting an operator. The sensor data comes from the sensors of the MQ-9 Reaper, which 
include electro-optical and infrared sensors and synthetic aperture radar.119 Onboard processing 
reduces the necessary communication bandwidth and onboard video processing helps to reduce 
analysis and decision-making time.120 
 

 3.4 Concerns Related to ATR

 There are a number of factors related to ATR that can have a negative effect on human 
control, for example if the autonomous weapons systems has multiple target profiles that are 
active during deployment, if the target profile is too broad, or if the target profile was developed 
using machine learning.

While in the past an autonomous weapons system often had one target type, currently an autonomous 
weapons system can have a database with multiple target types. If this is not limited by the user, the 
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system could attack a broad category of objects during a mission, which could make it impossible 
for the user to predict the effects of an attack. ATR systems do not recognise targets as the object 
itself, but as a simplified abstract representation of patterns in the data. If these match a pre-defined 
target profile, the object is identified as a target.121 As Article 36 notes, other objects can have similar 
characteristics as the intended target, which means both intended and unintended objects can fall 
under the target profile. For narrow target profiles like the signal of an air defence radar this could 
be of less of a concern. However broader target profiles like weight could include a wide variety of 
objects, making it harder for the user to predict the effects of an attack and increasing the chance of 
unintended engagements.  

Increasingly, ATR combines information from multiple sensors, allowing a combination of 
characteristics to verify whether an object is the intended target. However, it also makes the target 
profile  more complex. Multiple sensors also means that sensor data must be fused, making it less 
clear what characteristics may trigger an application of force. 122 According to Mike Bryant, from 
the U.S. Air Force Research Laboratory’s sensors directorate, current sensor fusion is still limited, 
relative to human reasoning. He notes that image analysts and other intelligence analysts are 
still necessary to do the fusion work. This raises questions whether it is acceptable to deploy 
autonomous weapons systems that fuse sensor data without human verification and approval. 123 

Target recognition systems may have to identify an object in an extremely cluttered environment 
with unexpected situations, for example civilians looking for scrap metal on a destroyed tank. Also 
there can be adversaries trying to confuse the ATR, by applying camouflage or designing their 
systems in a way to make it harder to detect these systems.  An example is a test where marines 
were not detected by an ATR, because they hid in boxes or did somersaults. 124 ATR can also be 
misled by adversarial images, where an image or object is changed (for example by adding pixels 
or a certain pattern) to confuse the algorithm. For example a sticker being added to a stop sign 
fooling the algorithm to misclassifying it as a speed limit sign. Another example is a 3-D printed 
turtle with a certain pattern on the shell, which misleads the algorithm to identify the turtle as 
a gun. It can be expected adversaries will use adversarial images to confuse the ATR of weapons 
systems, for example by fooling the autonomous weapons system to not identify a military object, 
or to attack civilian objects. 125  

Machine learning algorithms can be used to ‘learn’ from data collected during a conflict. These 
systems look for patterns in large amounts of data, to ‘learn’ what characteristics identify an object. 
However many machine learning systems are ‘black box’ systems, meaning the user does not 
understand what conditions would trigger an application of force. Also there are multiple examples 
of machine learning algorithms ‘recognizing’ targets based on wrong characteristics. For example 
an algorithm intended to distinguish between huskies and wolves, ‘learnt’ snow was a defining 
characteristic to identify wolves, due to the fact that most images in the database of wolves 
contained snow in the background. In this way an object is identified based on characteristics that 
are not intrinsically linked to the object that should be recognized. 126 Related to autonomous 
weapons this could mean an ATR system would be triggered to attack an unintended target.
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4. Swarms
 4.1 Introduction

 A recent exercise by the US military programmed dozens of drones and tank-like robots to look 
for “terrorists suspected of hiding among several buildings”. An article by Wired observes: “So many 
robots were involved in the operation that no human operator could keep a close eye on all of 
them. So they were given instructions to find - and eliminate- enemy combatants when necessary.”127 
This example points to the challenges related to military swarms and meaningful human control. 
How many agents can a human meaningfully control? What factors influence this and what limits 
and regulations are needed?

Swarm robotics, where multiple systems work together to achieve a goal, also has many 
applications in the civilian sphere, from agriculture and environmental monitoring to power-line 
inspection. Recently, a drone swarm managed to navigate through dense bamboo forest without 
human guidance. According to drone swarm researcher Enrica Soria, this was the first time a 
swarm of drones successfully flew outside in an unstructured environment.128 Most swarming 
seen today at public shows or military demonstrations are not true swarms. They are often either 
remotely controlled by a human operator or follow a pre-programmed formation and route. ‘True 
swarms’ operate autonomously, exchange data from sensors, and adapt their behaviour based 
on this information. Swarms with ‘emergent behaviour’ exhibit behaviour that arises from the 
interactions between the separate systems, as well as interactions with their environment.129 
This can be useful to solve complex problems, but also increases the complexity and makes it 
harder to predict the actions of the swarm. Having a larger number of weapons systems operating 
together also increases the complexity and consequently the unpredictability of these systems. 
The interconnectivity of swarms also creates the potential error cascades in which one drone 
malfunctions, and that error affects the behavior of other drones or even the swarm as a whole.

 4.2 Military Applications of Swarms

MILITARY APPLICATIONS OF SWARMS
According to an article on the website War on the Rocks, the US military started efforts to create 
drone-swarm technology in 2003.137 While there are still technological hurdles before true swarms 
can be deployed in conflict, the technology is developing rapidly. 

Besides homogenous swarms, militaries are also looking at creating heterogeneous swarms, for 
example by combining uncrewed aerial vehicles with ground vehicles. Heterogeneous swarms 
can also be created using similar platforms but with different payloads. This is facilitated by 
technological developments that allow for modular components and payloads that can be easily 
changed—including various cameras and sensors, electronic warfare systems and a range of 
weapons or warheads, creating a range of operational options. One swarm of uncrewed aerial 
vehicles can be used for surveillance, while another attacks the target.
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What is a swarm?

Swarm robotics is the field that translates the phenomenon of swarms in nature (like bees, 

ants and birds) to robotics. In nature, swarms can exhibit complex behaviour by coordinating 

the simple behaviour of the individual members. In this way, they are able to perform tasks 

as a group that they would not be able to as an individual. For example, flocks of birds create 

protection against predators and ants can create bridges of individual ants to cross areas 

they would otherwise not be capable of crossing. A simple definition of a swarm is “a large 

group of locally interacting individuals with common goals”. The systems exchange data and 

work together as a single cooperative unit. They are able to act and react to the external 

environment and distribute tasks without direct external instructions from the operator.

Robotic swarms can be homogenous or heterogenous. A homogenous swarm consists of the 

same model of drones moving in the same domain, while heterogeneous swarms differ in the 

operational space, and the nature or the hardware of the units. Swarms can have different 

command and control structures and can function in a more centralised or more decentralised 

manner. In a centralised controlled swarm, there is one entity that coordinates all tasks 

and communicates with the individual elements of the swarm. In a hierarchical swarm, the 

individual units are divided into groups, each of which is controlled by a level agent, which 

is in turn controlled by higher-level controllers. Decentralised swarms do not have a single 

central planner. In the case of ‘coordination by consensus’, the swarm organises itself through 

voting or auction-based methods to reach a given goal. Emergent swarm coordination arises 

naturally as the individual swarm elements react to each other. Maaike Verbruggen, a 

researcher in military innovation in artificial intelligence, writes that decentralised swarms 

are “considered especially promising because they rely less on constant communication with 

the operator, which reduces the network bandwidth required compared with that required 

for multi-robot systems or centralized swarms.” Without a centralised command and control 

structure, there is no longer a single point of failure if the data connection is attacked, which 

makes the swarm less vulnerable to electromagnetic countermeasures.

   Footnotes table 130 131 132 133 134 135 136

REASONS FOR USING SWARMS
An important reason why states are interested in this technology is that swarms can be used to 
saturate and overwhelm an enemy’s defences. It allows militaries to field large numbers of systems 
on the battlefield with a small number of human controllers. Due to their cooperative behaviour, a 
swarm can react to changes in the operational environment faster than would be possible with one 
person controlling each vehicle. 138 As the individual units can be produced at a relatively low cost, 
they are considered to be ‘attritable systems’, meaning it is not a problem if units are lost as the 
swarm can still fulfil its mission.139 But quantity alone is not the only reason militaries are pursuing 
this technology, as a US Army study from 2018 argues: “A swarm weapon is more than just a 
quantitative advantage; it is the ability for a weapon to adapt to the changing environment through 
emergence.”140 A swarm can be controlled with less personnel and is easily scalable depending on 
the mission parameters. Swarms can be used with different sensors and weapons for different types 
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of missions: for example, drones with cameras for spotting targets, drones equipped with jammers 
to foil countermeasures and armed drones for attacking targets. Multiple sensors spread out over 
an area increase situational awareness.

 4.3 Examples of military swarms 

 Legion-X is a platform that, according to its Israeli producer Elbit Systems, enables a range 
of uncrewed systems (ground vehicles and aerial vehicles) and sensors to form a heterogeneous 
swarm that can autonomously undertake a mission.141 “Legion-X minimizes human engagement 
with a single point of mission control for units of autonomous systems.”142 A tablet is used as the 
interface for the operator, who can direct the swarm to investigate an area and assign tasks.143 
Sensor data from multiple units can be combined and distilled before the data are presented to 
the operator, so that the person is not overloaded with information.144 Elbit claims that the swarm 
has “automatic target recognition and highlighting capability”.145 Currently, if a potential target is 
detected by the swarm, the operator must approve the engagement, but this human approval could 
be removed in the future.146 Legion-X is tailored for use in urban environments, and it can be used 
outdoors as well as indoors. The management system is advertised as “battle-tested”, but specific 
use cases are not known publicly.147 The Turkish company STM has a swarm project called BUMIN. 
It can integrate rotary and fixed-wing UAVs and the communication infrastructure can be managed 
using a centralised or distributed approach. According to the company, the swarm system can “act 
autonomously, learn, decide, and fulfil the mission given as a swarm within the scope of asymmetric 
warfare or anti-terrorism”.148 STM says that the swarm has “real-time object detection, identification 
and tracking with deep learning based computer vision technique” and is able to prioritise targets.149 
The Kargu, a 60cm-long multi-rotor UAV, can operate in a swarm using BUMIN as the backbone.150 
An article in the Turkish newspaper Hurriyet stated that a swarm can consist of 30 drones. “Each 
Kargu has a defined mission. If one of the drones in the team is attacked or malfunctions during the 
operation, the other Kargus take its place and fulfil the task defined for it. They are all said to have 
artificial intelligence and facial recognition systems.”151 A 2019 video from STM shows a swarm of 
Kargu drones moving in different formations and a simulated swarm attack.152 

The Gremlins programme was announced in 2015 by the US Defense Advanced Research Projects 
Agency (DARPA).153 The swarming drones can be launched from C-130 transport aircraft and then 
recovered in mid-air with a mechanical arm.154 The 4.2m-long X-61 UAV, which can carry a 65kg 
payload, was developed for the programme by Dynetics.155 Up to 20 Gremlins could be deployed 
together and be controlled by an operator in an aircraft or ground control station.156 An X-61 is also 
able to carry smaller drones like the Altius 600.157 Other examples include the Hunter 2-S from the 
United Arab Emirates, which can be used as a swarm of loitering munitions, 1.25m long, with a 2kg 
fragmentation warhead. They can be deployed for 30 minutes in the air and can travel up to 10km. 
In India, the Autonomous Surveillance and Armed Drone Swarms can contain 50 to 75 UAVs.158 
According to the Times of India, the drones will “carry explosive payloads for anti-personnel as well 
as ‘shaped charge top-attack ammunition’ for use against enemy tanks and armoured columns”.159 
The Future Combat Air System developed by France, Germany and Spain will include a fighter jet 
accompanied by drones, all connected in the ‘Air Combat Cloud’. The drones “will be able to act as 
remote sensors, carrying a wide range of payloads” suitable for surveillance, target acquisition, or 
with capabilities to directly engage threats. While some drones will act as a ’loyal wingman’, the 
lighter ones are intended to be expandable.160 Recently the US Replicator project has had a lot of 
media attention, which aims to deploy thousands of “attritable” drones across all domains within 
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two years. While in the media it has been suggested these would be used at the same time in a 
swarm, there is specific information on this. It is hard to verify at this stage whether this is the case 
and whether it would be an autonomous swarms, but it would be extremely concerning if true. A 
related project is project ‘Hellscape’ which proposes a way to overwhelm the enemy “with dozens or 
hundreds of simultaneous drone attacks”. 161
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Conclusion and 
Recommendations

I n this report, we looked at several technological trends related to autonomy in 
weapons systems that raise questions about how human control and judgement 
can be retained. We analysed the impacts of artificial intelligence, automatic target 

recognition and swarming. It is clear all these trends have effects on legal and ethical 
norms. Combined, the use of these technologies will most likely multiply the concerns.

New legal rules are needed to prevent legal and ethical norms from being eroded. There is general 
agreement that a human user should be able to make a legal and moral judgement, and that a human 
should be accountable for the use of the autonomous weapons system. This means the user must be able 
to predict and explain the effects of an attack. This is essential to ensure legal and ethical accountability.

As mentioned in Chapter 1, rules and limits should be general enough to apply to a broad category 
of weapons that use sensor processing to apply force to targets autonomously. This should ensure 
that a treaty is future proof and able to adequately cover currently unforeseen technological 
developments. For these reasons, a treaty should not only be built around specific existing 
technologies. At the same time, it is useful to analyse the trends in autonomy in order to identify 
where legal and ethical concerns could arise. It is also helpful to consider how current thinking on 
possible rules and limits would apply to existing and emerging systems and technologies.

Possible elements for a normative framework were suggested in Chapter 1. Based on these 
elements, we analysed the trends in military technology to see where concerns arise and what 
possible normative responses could address them. There is widespread agreement among states 
that compliance with legal and ethical norms should be a fundamental basis for a normative 
framework. This means the user should be able: 

• To make a legal and moral judgement;
• To be held accountable.

Therefore, the human user must be able to predict and explain the effects of an attack on the 
target and its surroundings. The ability to predict the effects is necessary to make a legal and moral 
judgement. Being able to explain the effects of an attack after an engagement has taken place is 
necessary to ensure accountability. This means the user should be able to understand what effects 
the system will have in the intended environment of use. To ensure this, the user must be able to: 

1. Have a functional understanding of how the weapon system works; and
2. Understand the context of use; and
3. Limit the functioning of the autonomous weapons system (for example in terms of 

duration and geographical area of operation and the target types to be engaged).
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As autonomous weapons should be used with meaningful human control in order to comply with 
legal and ethical norms, it follows that weapons that cannot be used with meaningful human 
control should be prohibited. Based on ethical and legal considerations, autonomous weapons 
systems that target people should also be prohibited.

Emerging technological trends raise concerns as to how human control and judgement can be 
retained. This also poses questions for policy-makers as to how these challenges could be properly 
addressed. It is clear these technologies can only be used in autonomous weapons systems with 
clear rules and limits to ensure compliance with legal and ethical norms. The elements mentioned 
above could be a useful starting point to address these concerns.

Analysis of these trends combined with the possible elements of a normative framework shows 
that these elements can help identify areas of concern and point to possible ways to address them. 
This means they could form a useful basis for developing a normative framework. These elements 
are not intended to be exhaustive, but can guide thinking on general rules and limits, as well as on 
how they could be implemented.

A brief summary is given below of the trends discussed in the report, as well as a number of 
questions and recommendations. The questions below are clearly not exhaustive, but can help to 
guide thinking on general rules and how they could be implemented in practice.

CHAPTER 2 - ARTIFICIAL INTELLIGENCE  

• Artificial intelligence (AI) is a computational technique capable of completing tasks 
that would otherwise require human intelligence. In essence, current AI is based on 
mathematics and statistics.

• AI is not essential for autonomy, but it does increase the possibilities for tasks to be 
completed without human input.

• The term ‘intelligence’ can be misleading as AI is very different to human intelligence. 
AI makes use of considerable processing power and is able to perform calculations and 
look for patterns in data a lot faster than humans, achieving impressive results. Human 
intelligence, however, is not based on correlation, but includes causality and abstraction.

• AI can have positive impacts on our societies. At the same time, it is important to be aware 
of potential negative consequences and to develop regulations to prevent them. A number 
of the potential risks that also have implications for weapons systems were discussed, 
including black-box algorithms and algorithm bias.

AI and a normative framework
Increasingly, advancements in computational techniques, like artificial intelligence, are being used 
in weapons systems to facilitate autonomous functions. Based on the elements of a normative 
framework, we can distil a number of questions and recommendations. How can it be ensured that a 
human can make a legal and moral judgement and be held accountable for the effects of an attack? 
The main concern related to the application of AI is whether the user is able to understand how the 
autonomous weapons system functions. Specifically, the user should understand how the system 
will act in the environment of use and what might trigger an application of force. Also, they should 
understand what actions they can undertake to influence the system’s functioning.
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Implementing this in a normative framework on autonomous weapons could mean the following: 

• Certain types of computational techniques would be prohibited from use in autonomous 
weapons systems, specifically for the purpose of detecting and applying force to a target. 
In particular, such a prohibition would apply to computational techniques that do not allow 
the human user to have a functional understanding of the weapons system. This could 
include ‘black-box’ systems that cannot be sufficiently understood, as well as generative AI 
that can ‘hallucinate’.

• Other machine-learning systems that are not ‘black box’ systems would be limited or 
prohibited, specifically in targeting functions. For example, this could take the form of 
prohibiting ‘learning’ during a mission, but could also include restrictions on a system 
‘learning’ from the data after a deployment. It must be ensured that the functioning of the 
autonomous weapons system remains understandable and predictable, and that its actions 
align with the user’s intent. 

• It must be ensured that computational techniques used in autonomous weapons systems 
do not contain biases. 

• The user should be able to impose certain limits on the use of AI in an autonomous 
weapons system, for example, by ensuring that it cannot change critical mission 
parameters set by the user (such as the duration and geographical area of operation, and 
target type). 

• The user should be able to limit the use of AI to very specific narrow applications.

CHAPTER 3 – AUTOMATIC TARGET RECOGNITION 

• Automatic Target Recognition (ATR) is the “automatic processing of sensor data to locate 
and classify targets. It is a data reduction technique aimed at signal/image exploitation.” 162 

• ATR in autonomous weapons can be divided into three steps: firstly the collection of 
information by sensors; secondly the fusion and analysis (processing) of the data; and 
thirdly the application of force if the sensor data matches a predefined target profile. 

• Sensor data fusion is the combining of data from multiple sensors for improved accuracy 
and more specific inferences from the sensor data than could be obtained from a single 
sensor. Sensor data fusion is a key process in ATR and therefore in autonomous weapons 
applying force based on sensor inputs.

• A target profile is a set of conditions that trigger an application of force. This can be the 
heat shape of a tank or a signal from an air defence system. These profiles are an essential 
part of autonomous weapons systems, as it is not human input, but sensor input that 
triggers an application of force. 163 

ATR and a normative framework
Target recognition is becoming more complex with the fusion of information from multiple sensors, 
weapons systems with a broad target database, as well as the use of new technologies such as 
machine learning. This leads to questions how meaningful human control is retained. Specifically 
whether the user can predict what the effects of an attack could be. Does the user understand how 
the weapons system functions, specifically what conditions may trigger an application of force in 
the environment the weapons system is used in? Which unintended objects could fall under the 
target profile? What sensors are used and how is the data fused? 
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Pre-deployment, the increase in available data from sensors could potentially give the user better 
situational awareness and allow them to focus on key decisions. However, it also raises concerns 
on how the data has been fused and whether the user can verify the information (for example via 
video feed) or by accessing the original data. 

Implementing the possible elements of a normative framework for autonomous weapons could 
mean the following:

• The user should be able to understand how the target profile functions, specifically what 
characteristics (sensor data) will trigger an attack.

• The user should be able to limit the target types that can be attacked during a 
deployment. 

• Target profiles must be narrow to limit the potential of attacking unintended objects.  
• Target profiles could be limited to military objects by nature, to limit the chance of 

attacking civilian objects.
• Target profiles of people should be prohibited due to ethical concerns and the changing 

legal status of people in conflict.
• Target profiles must be fixed during deployment and should not be changed without 

human approval.
• Complex sensor fusion in the targeting functions of autonomous weapons could be 

prohibited. 
• Black box algorithms as well as generative AI would be prohibited from use in ATR, 

specifically in the development of target profiles.

CHAPTER 4 - SWARMING 

• Swarm robotics is the field that translates the behaviour of swarms in nature (like 
bees, ants and birds) to robotics. In nature, swarms can exhibit complex behaviour by 
coordinating the simple behaviour of individuals.

• A simple definition of a swarm is “a large group of locally interacting individuals with 
common goals”. The systems exchange data and work together as a single cooperative unit. 
They can act and react to the external environment and distribute tasks without direct 
intervention by the user.

• Emergent swarm behaviour is the behaviour of a swarm that was not programmed at the 
individual level, but arises from the interactions between the separate systems, as well 
as interactions with their environment. This can be useful to solve complex problems, but 
also increases complexity and makes it harder to predict the swarm’s actions.

Swarming and a normative framework
The use of AI has made it possible to use multiple systems at the same time that work together 
in a swarm to achieve a certain goal. This raises concerns as to whether the human user is able to 
understand how the swarm will behave in the environment it is used in, specifically when using 
emergent swarms. There are different variables that can affect human control and judgement. 
A concern is that the user would have to make multiple legal and moral judgements in a short 
period of time. Logically the number of agents influences this, as having more agents creates more 
complexity and therefore reduces the predictability. An important aspect of this is how many of 
these are intended to deploy force, as systems with other roles (for example reconnaissance) are 
less important when making a legal and moral assessment. It also makes a difference whether they 
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are attacking a single or multiple targets. If a swarm is engaging multiple targets, the user would 
have to be able to make multiple legal and moral assessments. Another variable is whether the 
swarm is homogenous or heterogeneous, especially if systems are deployed in different domains 
(land, sea, air). A swarm that combines these elements, with different platforms and domains and 
different weapon types and payloads, would be even more complex. 

Implementing this in a normative framework on autonomous weapons could mean the following: 

• The user should be able to set limits on the number of systems in the swarm, and the 
number of targets that can be attacked. 

• The user should be able to set limits on the functioning of the swarm (for example 
duration and geographical area of operation, and target type).

• The user should be able to set limits on the behaviour of individual agents and strategies 
used by the swarm.

• The user should be able to limit the number and types of tasks undertaken (reconnaissance, 
kinetic, etc.) and the payloads used by the individual systems in the swarm.

• Emergent behaviour in swarms should be limited or prohibited. Control could potentially 
be exercised through limits on individual agents’ behaviour, fixed operational parameters 
(for example duration and geographical area of operation, and target type), limits on the 
type of actions, etc. But if the behaviour remains unpredictable, which might be inherent  
to emergence, these swarms should be prohibited.
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